Incremental Stability Properties for Discrete-Time Systems
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Abstract— Incremental stability describes the asymptotic be-
havior between any two trajectories of a dynamical system.
Such properties are of interest, for example, in the study of
observers or synchronization of chaotic systems. In this paper,
we develop the notions of incremental stability and incremental
input-to-state stability (ISS) for discrete-time systems. We
derive Lyapunov function characterizations for these properties
as well as a useful summation-to-summation formulation of the
incremental stability property.

I. INTRODUCTION

Incremental stability [1] (referred to as extreme stability
in [17]) extends the classical notion of asymptotic stability
of an equilibrium of a nonlinear system to consider the
asymptotic behavior of any solution with respect to any other
solution. Specifically, any two solutions must eventually
asymptotically converge to each other regardless of their
initial conditions. Incremental stability is not the only notion
to describe the asymptotic behavior of a solution with respect
to other solutions. Contraction analysis and convergent dy-
namics provide two additional methods to characterize such
a property, see [8] and [10], respectively, (see also [11] for
a comparison between incremental stability and convergent
systems), and references therein.

Introduced by Sontag [12], Input-to-State Stability (ISS)
has proven to be one of the most useful robust-stability anal-
ysis tools for nonlinear systems. Subsequent developments
enabled the study of different relationships between input,
output, and state, including incremental ISS. See [14] for a
comprehensive survey of ISS notions. Informally, if a system
satisfies the incremental ISS property and the differences
between two input signals are small and bounded, then the
distance between any two trajectories must eventually be
small and independent of initial conditions.

Motivated by the corresponding incremental stability and
incremental ISS notions proposed in [1] for continuous-time
nonlinear systems, in this paper we study such properties
for discrete-time systems. Such incremental properties for
both systems with and without inputs are useful in studying
problems such as observer analysis, controller design, and
chaos synchronization (c.f., [1], [18], and [19]).

The contribution of this paper is two-fold. First, in-
cremental stability of discrete-time systems without input
is considered where we demonstrate a Lyapunov function
characterization analogous to [1, Theorem 1]. In addition, we
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show that incremental stability is equivalent to a summation-
to-summation estimate which provides further insights to the
incremental stability property. Second, we consider discrete-
time nonlinear systems with inputs and the incremental ISS
property. We present a forward Lyapunov (dissipation) func-
tion result for incremental ISS. Then, aiming for a converse
result, we compare two different forms of an incremental
ISS Lyapunov function, namely the dissipation-form and the
implication-form, and provide a necessary condition where
the existence of one of those functions implies the existence
of the other one. Following the standard discrete-time ISS
result in [2, Theorem 1], with appropriate assumptions,
we demonstrate various incremental properties equivalent to
incremental ISS including a separation principle, a robust
feedback stability notion and, most importantly, a Lyapunov
function characterization; all in the incremental sense.

The paper is organized as follows: the necessary techni-
cal assumptions and notational conventions are provided in
Section II. In Section III, the incremental stability and incre-
mental summation-to-summation notions are defined, then
a Lyapunov function characterization for those equivalent
notions are presented. In Section IV, following [2, Theorem
1], similar characterizations are presented in the incremental
ISS context, where the sufficiency of certain assumptions
on the sets of input and state are described (where needed).
Conclusions are provided in Section V and several proofs
are collected in the appendix.

II. PRELIMINARIES
Let G C R", W C R™ with 0 € G and 0 € W. We
consider discrete-time nonlinear systems described by the
difference equation

w(k+1) = fz(k)),

where f : G — G is continuous and f(0) = 0. We also
consider systems with inputs described by

x(k+1) = f(x(k),w(k)), z(k)e G keZsy (2)

where f : G x W — G is continuous, f(0,0) = 0, and
w : Z>o — W denotes an input sequence. We denote
the set of admissible input sequences by WW. We denote
x : Z>0xG — G as the solution of system (1) from an initial
condition £ € G; i.e., a function satisfying x(0,&) = £ and
the dynamics (1). With a slight abuse of notation, we also
denote x : Z>9 X G x W — G as the solution of system (2)
from an initial condition £ € G, subject to input sequence
w € W; ie., a function satisfying x(0,&,w) = £ and the
dynamics (2). We use standard comparison function classes
K, L, Ky, and ICL. See [4] for details about comparison

z(k) € G,k € Z>g (1)



functions!. For y € R™, we denote the supremum norm by
|2llco :=sup {|z(k)| : k € Z>¢}. For K € Z>(, we denote
ZZKZZ{kEZ:kJZK}.
Associated with (1), we also consider the augmented
system
z1(k+1) := f(z1(k))
2ok +1) = f(ra(k))

as in [1]. Let the diagonal set be A := {(z7,27)T : 2 €
R"}. The distance to A from a point z = [7} |, 1,22 € R",
is given by

3)

1
zZ|la == sup |w — z| = —=|x1 — 22|, 4
EIPN weg\ | \/§|1 2] 4

where the equality is shown in [1].

Intuitively, the augmented system is formed by two copies
of the original system. Then, global asymptotic stability of
the diagonal set A with respect to the augmented system can
be demonstrated to be equivalent to incremental stability of
the original system via (4). Thus, a Lyapunov characteriza-
tion for incremental stability of the original system can be
derived from a classical Lyapunov characterization of global
asymptotic stability for a closed, but unbounded, set.

ITI. INCREMENTAL STABILITY

We first consider discrete-time systems without input given
by (1).

Definition 1: System (1) is globally incrementally asymp-
totically stable (globally incrementally AS) if there exists
B € KL such that

lz(k, &) — z(k, &) < B(J& — &2, k), )

holds for all £;1,&2 € G and k € Z>.

Remark 2: Incremental stability, or extreme stability [17],
is a special case of stability with respect to two measures.
See [5], [9], or [15] for details, including Lyapunov function
characterizations. In the two measurement function setting,
(5) is called K L-stability with respect to (|x1 —2xa|, |21 —22]).

Definition 3: System (1) is globally incrementally o-
summable if there exist a;,n € K such that

k
> a(le(6) - 2(.&)l) <nlle - &, ©
j=0
holds for all £;1,&2 € G and k € Z>.

As a main tool in classical stability analysis, Lyapunov
functions provide a useful method for demonstrating stability
without the need to directly solve the difference equation.

Definition 4: An incremental Lyapunov function for sys-
tem (1) is a smooth function V' : G x G — R>g, and
functions o, ao, ag € K4 such that

o ([& = &) S V(6 &) S a(l& —&)), @)
V(&) 1)~ ViEn&) < ~aslla - &) ®)

IRecall that a : R>g — Rsq is of class-K if it is continuous, zero at
zero, and strictly incrEasing. If o € K is unbounded, it is of class-Koo.
A function ¢ : R>9 — Rs( is of class-£ if it is continuous, strictly
decreasing, and lim¢—, o0 o(t) = 0. A function 8 : R~ X R>g — R>q is
of class-KCL if it is class-KC in its first argument and class-£ in its second
argument. By convention, 8 € KL satisfies 3(0,¢) = 0 for all ¢t € R>g.

hold for all £;,& € G and k € Z>.

The following theorem presents an equivalent Lyapunov
function characterization for both incremental stability and
incremental a-summability.

Theorem 5: The following statements are equivalent:

1) System (1) is globally incrementally AS.

2) System (1) is globally incrementally a-summable.

3) System (1) admits an incremental Lyapunov function.
The proof of Theorem 5 is in Appendix V-A.

IV. INCREMENTAL INPUT-TO-STATE STABILITY

In this section, we consider discrete-time systems with
input described by (2). We first introduce the incremental
ISS concept and present a forward incremental Lyapunov
function result. Then, following [1, Theorem 2] and [2,
Theorem 1], we demonstrate the equivalence between various
properties and incremental ISS.

Definition 6: System (2) is globally incrementally Input-
to-State Stable (globally incrementally ISS) if there exist
functions 8 € KL, and o € K, such that

|z (K, &1, wy) — 2k, &2, wo)|
< B(l€1 = &2l k) + o([lwr — walloo) )

holds for all £1,&2 € G, wy, w2 € W, and all k € Z>.

Similar to the standard ISS and other classical stability
notions, we can define a (dissipative) incremental ISS-
Lyapunov function whose existence can be used to verify
that a particular nonlinear system is incrementally ISS.

Definition 7: A  dissipation-form  incremental ISS-
Lyapunov function for system (2) is a continuous function
V. : G xG — Ry for which there exist functions
a1, 00,03, € Ko and o € K such that

a1 (& — &) SV (&,&) < (& — &), (10)
V(f(&1,w1), f(&2,we)) — V(&1,82)
< —as(jé1 — &) +o(Jwy —we|)  (11)

hold for all £;,&; € G and wy,wy € W.

Now, we are ready to state the forward incremental ISS-
Lyapunov function result.

Theorem 8: If system (2) admits a dissipation-form incre-
mental ISS-Lyapunov function then it is incrementally ISS.

The proof of Theorem 8 is in Appendix V-B.

Remark 9: Note that this forward Lyapunov function re-
sult holds without assuming that the input set W C R™
is compact. For the converse result shown in the sequel,
compactness of W is required.

A. Dissipation-form vs. Implication-form Incremental ISS-
Lyapunov Functions

A standard alternative to the above dissipation-form ISS-
Lyapunov function is the following implication-form.

Definition 10: An implication-form incremental ISS-
Lyapunov function for system (2) is a continuous function



W : G x G — Ry for which there exist functions
Q1,009,003 € Ky and x € K such that

a1 (|61 — &af) S W (&1, 62) < aa(61 — &),
X161 = &) > w1 —ws| =

W(f (&, w1), f(§2,w2)) — W (&1, 82) < —as(|&1 — &al)
(13)

(12)

hold for all £1,& € G, wi,we € W and k € Z>.

Lemma 11: If system (2) admits a dissipation-form incre-
mental ISS-Lyapunov function (10)—(11), then it admits an
implication-form incremental ISS-Lyapunov function (12)—
(13).

Proof: Let V : G x G — Ry be a dissipation-form
incremental ISS-Lyapunov function for (2) with a1, ae, a3 €
K and o € K satisfying (10)—(11). Define x € K by
x(s) :=o0"to(3a3)(s) forall s € R>g. Then x(|& — &) >
|wy — we| and (11) imply

V(f(gh wl)’ f(§2a wQ)) - V(€17£2)
< —a3(|& — &) +o(o o (Sas)(j& — &)
< —la3(|& - &)

Hence, V is an implication-form incremental ISS-Lyapunov
function for (2). [ |

Remark 12: Note that Lemma 11 does not require that
W C R™ be compact.

In the standard discrete-time ISS framework, it is known
that an implication-form ISS-Lyapunov function exists if and
only if a dissipation-form ISS-Lyapunov function exists (see
[2, Remark 3.3]). In the incremental context, the converse of
Lemma 11 remains an open question. For the purposes of
this paper, in order to obtain a partial converse, we follow
a result in [16, Proposition 3.2] and require an additional
assumption.

Lemma 13: Assume W C R™ and G C R"™ are compact.
If system (2) admits an implication-form incremental ISS-
Lyapunov function (12)—(13), then it admits a dissipation-
form incremental ISS-Lyapunov function (10)—(11).

Proof': First notice that if x(|§1 —&2|) > |w1 —ws| then the
dissipation-form holds for any choice of o € K. If x(|&1 —
&) < |wy — we|, define a continuous function ¢ : R>og —
R>g as

6(s) = max { W (f(€1,w01), f (€2, w2)) = W (€1, €2)
+ag(1&1 — &) : [ — wal < s, x(& — &l) < s}

Note that 6(0) = 0.
Let 0 € Ko satisfy o(s) > max{s,5(s)} forall s € R>.
By the definition of o, it follows that for any &1,& € G,

(W&, w1), f(2,02) = W (6, €2)
+as(&1 — &) }-

Note that the maximum exists since W, f, and &3 are
continuous functions and W and G are compact. Therefore,

o(s) > max
s=|wy —w2|

(14)

(14) implies

o(Jwr —wa|) — as([§1 — &2)

> W(f (&, wr), f(&2,w2)) = W (&1, €2)-

Therefore, W is a dissipation-form ISS-Lyapunov function
for (2). |

Remark 14: In the case of ISS with respect to two mea-
surement functions [16] (see also [7]), examples show that
if the level set of the measurement function is noncompact,
the existence of an implication-form ISS-Lyapunov function
does not imply the existence of a dissipation-form ISS-
Lyapunov function, and hence, does not imply ISS with
respect to two measurement functions. Generally speaking,
incremental ISS is only different from ISS with respect to
two measurement functions in consideration of incremental
differences of two inputs rather than an individual input.
However, it is still unknown if, in the incremental context,
the compactness of the set G in Lemma 13 is required.

As a consequence of Theorem 8, we arrive at the following
(stronger) forward incremental ISS-Lyapunov function result.

Theorem 15: Assume W C R™ and G C R"™ are com-
pact. If system (2) admits an implication-form incremental
ISS-Lyapunov function then it is incrementally ISS.
Proof: The result is a direct consequence of Lemma 13 and
Theorem 8. ]

(15)

B. A Converse Lyapunov Theorem for Incremental ISS

In this section, we demonstrate a converse Lyapunov
theorem for incremental ISS via two additional properties,
namely an incremental separation principle and incremental
robust feedback stability.

B.1 Separation Principle

In nonlinear stability analysis, it can be useful to separate
the effect of the input and the initial condition on the state
trajectory in the asymptotic sense.

Definition 16: System (2) has an incremental asymptotic
gain if there exists v € IC such that

limsup |z(k, &1, w1) — x(k, &2, wa)]

k—o0

< (i sup [y (k) = wa(k)])  (16)
k—o0
holds for all £1,&; € G, w1, w2 € W, and k € Z>y.
Definition 17: System (2) is incrementally uniformly
bounded input bounded state (incrementally UBIBS) if there
exist o,y € K such that

sup
kGZzg

|z (K, &1, w1) — 2(k, €2, w2))|

<o(l& = &) +([[wr —walleo) (A7)

holds for all £1,&2 € G, wy,we € W, and k € Z>.

Similar to a standard ISS result [2, Lemma 3.8], incremen-
tal ISS implies incremental asymptotic gain and incremental
UBIBS properties. Note that this implication requires neither
a compactness and convexity assumption on the set of inputs
nor compactness of the set of states.



Lemma 18: If (2) is incrementally ISS then it has an
incremental asymptotic gain and is incrementally UBIBS.

The proof of Lemma 18 is omitted due to space
constraints.

B.2 Incremental Robust (Feedback) Stability

We will show that incremental ISS with inputs taken from
a convex and compact set W C R™ can be transformed to
uniform global asymptotic stability (UGAS) with respect to
the diagonal A for an augmented system of (2) via a form
of robust incremental feedback. To this end, we define the
following function:

U if u e W,
satyy (u) := . .
argming,ew |V — u| ifugW.
For all wy,wy € W
| satyy (w1) — satyy (w2)| = |w; — wal. (18)

Let p € K. Consider the system

zf = f(z1,satw(di + p(|z1 — 22])d2))
x;' = f(.%‘g,satw(dl — p(|zr — x2|)d2))

where di : Z>o = W, da : Z>9 — [—1,1]™ are viewed as
disturbances. Define the sets of possible sequences d; and
ds by Dy and Do, respectively.

With a slight abuse of notation, we denote the solution
of system (19) from an initial condition [¢7,¢1]T € G?
by [2T,2%]T : Zso — G?; ie., a function that satisfies
[351(0, SHUE dQ)Tv .%2(07 §2,da, dQ)T]T = [gfa 5’21“}T and

x1(k+ 1,8, dy,d2) = f(21(k, &1, dy, d2))
.’L‘Q(k’ + 1,527d17d2) = f($2(k7§2ad17d2))'

UGAS of A follows the UGAS definition in [15] (also, [5]
for discrete-time systems).

Definition 19: The diagonal A is UGAS for system (19)
for a fixed p € K, if the following hold:

(a) (Uniform Stability and Global Boundedness) there
exists v € Ko such that

|$1(ka€1?d17d2) - xQ(kaf%dl’d?)' < 7('51 - €2|)

for all £1,& € G, dy € Dy, da € D, and k € Z>g; and
(b) (Uniform Global Attraction) for each §,¢ > 0, there
exists K = K(d,€) € Z~g such that

19)

(20)

61— & <6 =
|21 (k, &1, dy,do) — 22(k, &2, dr,da)| < €

for all gl,gg € G,d; €Dy, dy € Dy, and k € ZZK~

Now, we are ready to define incremental robust feedback
stability.

Definition 20: System (2) is incrementally robustly feed-
back stable if there exists a class-Ko, function p (called the
incremental stability margin) such that the diagonal A is
UGAS for system (19).

Lemma 21: Assume the set of inputs W C R is com-
pact and convex. If system (2) has incremental asymptotic

1)

gain and is incrementally UBIBS, then it is incrementally
robustly feedback stable.

The proof of Lemma 21 is omitted due to space
constraints.

B.3 A Converse Lyapunov Theorem

In this subsection let W be compact. We present a converse
Lyapunov theorem for incremental ISS. First, we recall a
converse result for difference inclusions presented in [5,
Theorem 2.7 and Theorem 1.10].

Consider the following difference inclusion
{m(kﬂ)} € F([xz(k)D

where x1(k),z2(k) € G, and the set-valued mapping F :
G? = G2 is compact, upper semicontinuous, and satisfies

T L f(z1,satw(di+p(|z1—2z2|)d2)
F([wéb— U {f(x27satw(d1—P(Iﬂfl—le)dz)}'
di1eW
do€[—1,1]™

(22)

(23)

It was shown in [5, Proposition 2.2] that A being UGAS
for (22) is equivalent to ICL-stability for (22) with respect
to (|x1 — x2|, |x1 — 2]); i.e., there exists a function 8 € KL
such that

|1 (k, &1, dy,do) — w2k, &2, dy, do)| < B(|61 — &2, k)

for all 61,52 €G,dy €Dq,dy €Dy, and k € ZZQ.

By (20), we see that if system (2) is incrementally robustly
feedback stable then the difference inclusion (22) is KL-
stable with respect to (|x1 — xa|, |21 — x2]).

For the [CL-stability of the difference inclusion, the con-
verse Lyapunov result [5, Theorem 2.7] states that if the
difference inclusion (22) is XCL-stable with respect to (|x1 —
Zal, |1 — x2|) then there exists a smooth Lyapunov function
with respect to (|z1 — 2|, |71 — 22|); ie., V : G = Rxg
such that there exist aq, as, a € Ko, satisfying

a1([& — &2f) SV (&, &) < (|6 — &), 24)
V(f@r.satu(d + p(l6 = &)da),
f(Ea,satn(ds — p(61 — &) 29

—V(&, &) < —a(V(&, &)

for all &1,&; € G, and disturbances d; € W, dy € [—1,1]™.

Theorem 22: Assume the set of inputs W C R™ is
compact and convex. If system (2) is incrementally robustly
feedback stable then it admits an implication-form incremen-
tal ISS-Lyapunov function.

The proof of Theorem 22 is in Appendix V-C.

Corollary 23: 1If, in addition to the assumptions of Theo-
rem 22, the set G is compact, then system (2) is incremen-
tally ISS.

Proof : The proof of Corollary 23 is a direct application
of Theorem 15 and Theorem 22. |



C. A Lyapunov characterization for incremental ISS systems

In this section, we collect the previous results to present a
characterization of several incremental ISS related notions.

With Lemmas 13, 18, 21, and Theorems &, 15, 22 we have
the following:

Theorem 24: Suppose that, with inputs from a compact
and convex set W C R™, states of (2) evolve in a compact
and positively invariant set G C R". The following state-
ments are equivalent:

1) System (2) is incrementally ISS.
2) System (2) has an incremental asymptotic gain and is
incrementally UBIBS.
3) System (2) is incrementally robustly feeback stable.
4) System (2) admits both implication-form and
dissipation-form incremental ISS-Lyapunov functions.
To summarize where the assumptions are required, we
note that the implication (1) = (2) does not require any
assumption. The implications (2) = (3) and (3) = (4)
require the assumption that the set of inputs W is compact
and convex. Finally, the implication (4) = (1) requires that
W is compact and convex and that G is compact.

V. CONCLUSIONS

We have presented discrete-time versions of incremental
stability and incremental ISS proposed in [1] for continuous
time systems. In particular, we demonstrated a Lyapunov
function characterization and, in addition, a summation-to-
summation property of incremental stability. For nonlin-
ear systems with inputs, we presented various equivalent
properties to incremental ISS, including an incremental
ISS-Lyapunov function characterization. These results are
expected to be instrumental for observer analysis, output
regulation, and other related problems in the discrete-time
setting.
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APPENDIX
A. Proof of Theorem 5
a. “(1) < (2)”
We first demonstrate that (5) implies (6). Applying Son-

tag’s Lemma on KL-estimates [13, Proposition 7], given
B € KL, there exist oy, an € K such that

B(&1 — &, k) < ag(a(|& — &))e™ ) (26)
for all &1,& € G,k € Z>¢. Hence,
ay ' (|lz(k, &) — 2(k, &)|) < a1(|& — &e™ . @)

Summing inequality (27) along the solution trajectory,

k k
D ax(|z(k &) — 2k, &) < D ar(|é — &l)e "
k=0 xk=0

1
1—e 1’

<o — &) e = (& - &l)
k=0
Here we note the fact that the inverse of a class-X, function
is also of class-K,. Hence, global incremental AS implies
global incremental a-summability.

We now demonstrate that (6) implies (5). To this end, we
will show that global incremental c-summability for system
(1) implies the diagonal set A is globally asymptotically
stable (GAS) for system (3). Then, the desired result follows
by appealing to [1, Lemma 2.3] which states that the diagonal
set A is GAS with respect to system (3) if and only if system
(1) is globally incrementally AS.

Let ¢ — [5 ] € G% 6,6 € G, and 2(k,C) =

&
[ml(k’fl)]. System (1) being globally incrementally o-

z2(k,&2)
summable implies
k
> a(V2|a(k,Q)],) < n(v2[¢],) (28)
k=0
which, in turn, implies
a(ﬁ|z(k,()|A) < 77(\@|C|A) (29)

for all k¥ € Z>(. Hence, the diagonal A is Lyapunov stable
for system (3). Furthermore, the series Yo, o(|z(k,¢)|a)



is bounded. Hence, |z(k,()|a converges to zero as k ap-
proaches infinity. In other words, the diagonal A is GAS for
system (3). Therefore, system (1) is globally incrementally
AS.

b. “(1) & (3)”

As mentioned in Remark 2, in the two measurement
function framework, incremental stability described in (5)
for (1) is equivalent to KL-stability with respect to (Jz1 —
Za|, |x1 — z2]) for system (3).

Applying the Lyapunov function characterization [6, Theo-
rem 2] (see also, [5, Theorem 2.7] for the two measurement
function case), we see that system (3) is KCL-stable with
respect to (|z1 — x2|,|z1 — x2|) if and only if there exist
a smooth function V' : G x G — R>(, and functions
aq, o, a3 € Ko such that

ar(lér — &) < V(g &) < as(lés - &),
V(1) 1))~ V(&1 &) < —as(l& - &)

hold for all £1,&2 € G and k € Z>(. Hence, we see that V' is
an incremental Lyapunov function for (1), which concludes
the proof. |

B. Proof of Theorem 8

The proof follows [2, Lemma 3.5]. Let system (2) admit
a dissipation-form incremental ISS-Lyapunov function (10)—
(11). The lower bound (10) and inequality (11) imply

V(f(&1,wr), f(&2,w2)) — V(&1,&2)
—a(V(§1,82)) + o(lwr — wa)

where o € Ko, is defined as a(s) := az o aj '(s) for all
s € Rzo.

We denote Id as the identity function; i.e., Id(s) = s
for all s € R>q. Let p be any class-K, function such that
Id —p € K. Without loss of generality, assume Id —a € K
(see [2, Lemma B.1]).

Fix wy,wy € W. Define

S:= {(771’772) 1,12 S Ga

V) < a”b o p~too(flun — wallee) }

(30)

3D

Claim 2: The set S is forward invariant. In other words,
if (fl,fg) € S then (:c(k,ﬁl,wl),x(k7§2,w2)) € S for all
ke Zzo.

Proof of Claim 2: Let (£1,&) € S. Let wq(0),wy(0) €
W be the first elements of wi,ws, respectively. Then
V(&1,&2) <atoploo(||ws —ws| ) and, together with
(30), we have

V(£ (&1, w1(0)), f (&2, w2(0)))
<V(&,&2) —a(V(&,62)) + o(lwr — waloo)
= (ld=a)(V (51752)) o ([lwr — waloo)

< (Id-a)oa" o p~ o o(|lwr — wallw)
+ o([lwr — wal|so)
:aflopfloU(le*wZHoo)

—ptoo(fwr —walleo) +o(wr — wallo).  (32)

Observe that, since Id —p € Ko,

—ptoo(lwr = walle) + o (fwr — walls)

—(Id—p)op too(|lwr —wslle) <O. (33)
Then, following (32)-(33), the claim is proved since

V(£ (&1, wi(0)), f(&2,w2(0)))

<alop — wallae)

which implies (f(&1,w1(0)), f(&2,w2(0))) € S given
(51,52) € S for the fixed wq,wy € W. |
For (&1,&2) € S, applying (10) yields
a1(|x(ka€17w1) - $(k7£23w2)‘)
< V(I(k7£17w1)7x(ka§23w2))
<a toptoo(lwr — welle)-

Yo o(|jwy

(34)
Therefore,

|x(k7§17w1) - $(l€,£2,w2)|
<aytoatop toa(fwr —walle) = Y([wr — wallw)
where v € Ko, is defined as y(s) := a;toa"lop™!
for all s € Rx.
For (£1,&2) ¢ S, (31) implies poa(V (£1,&2)) > o(JJwy —
wa|eo). As a consequence, (30) results in
V(f(glawl (0)), f(&2,w2(0))) = V(&1,&2)
< —a(V(61,&)) + poa(V(&,€2))
< —(d=p)oa(V(&, &)

By a standa{d comparison Lemma (see [3, Lemma 4.3]),
there exists 8 € ICL such that

ay(|z(k, &, wr) — x(k, &2, w2)|)

oo(s)

(35)

V(z(k, &1, wr), 2(k, Eo,w2)) < B(V(£1752)7k)
< Bloa(lé1 — &) k). (36)
Define § € KL by B(r,s) := aj’ o B(ay(r),s) for all

r,58 € R>(. Then, combining (35) and (36) yields

|2k, &1, w1) — 2(k, €2, w2))|
<max{B(|§1 — &2, k), y([lwr — walloo)}
< B([&1 = &2l k) +v(lwr — w2l0)-

Therefore, system (2) is incrementally ISS. ]

C. Proof of Theorem 22

In order to derive a Lyapunov function for system (2), let
wy = satw(di + p(|&1 — &2)d2), we = satw(di — p(|&1 —

&2|)dz). Then, by the convexity of W, we see that
lwi —wa| < 2[p(|& — &2l)d2| < 2p(|&1 — &2I).
Hence, we can rewrite (25) as
X([€1 = &af) > w1 — wo
= V(f(§1,w2), f(§2, w2)) = V(&1,&2) < —a(V(61,&2))

where y € K is defined as x(s) = 2p(s) for all s € R>.
Therefore, we conclude that V' is an implication-form
incremental ISS-Lyapunov function for system (2). |

(37



